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contents of  an online news site and predicts the popularity 
of  online news among the users. In the results of  this 
study, random tree method provides accuracy and better 
results.1 Mazart andcolleaguesprovided an article where 
a method of  feature selection using analysis method of  
main components to reduce dimensions of  data has been 
designed andtwo dataset is used for evaluating machine 
learning algorithms, genetic algorithm performed best 
among them.2 JasnaKhozepublished an article about the 
feature selection methods in the data in which investigated 
describing methods of  reducing dimension of  data and its 
impact on data mining. Issues such as improving forecasting 
performance, increasing the speed of  calculations and 
reducing the costs of  predictionexpressed in this study.3

Database
In this study, the Mashable data set in the database UCI 
Machine Learning is used. This database using a set of  features 
available detects the number of  share in a context in social 
networks. This database contains heterogeneity summary 
information of  the articles posted on the website Mashable 
within two years. Number of  properties of  dataset is 61 that 
show the last feature of  class of  data or in other words the 
number of  share related articles. The material presented in 
this chapter is based on this database. The total number of  
records is 39797. Features of  database do not show the actual 
texts published but displaysome statistical information about 
them. Table 1 shows Mashable Statistics dataset.1

The method used to fill missing values in this study is the 
use of  average values of  feature in cells missing. This means 

INTRODUCTION

Many algorithms have been proposed for feature selection, 
which often have problems such as the need for high 
computations. In machine learning techniques, in the case 
of  working with high dimensionsof  data and having a 
number of  top features, we will be faced with problems 
such as the complexity of  computations in time of  time 
and memory and understanding of  the problem and the 
difficulty of  extracting knowledge. Therefore, using a 
variety of  methods as ways of  reducing the dimensions, we 
imagine data to a space with less dimension in a way that, 
if  possible, the properties of  initial space not to be lost.1 

By creating an approach in feature selection where using 
random projection that is considered one of  the ways of  
reducing the dimensions, can be achieved a method for 
feature selection of  data and thus, more accurate prediction 
of  knowledge required in the data.

Related Works
Kevin Fernandes, Pedro Winger and Paulo Gortez 
provided a method of  feature projection in the form 
of  supporting system of  decision in which analyzes the 
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Abstract
In This Paper, By introducing an approach to feature selection via use of random projection, we aim to reduce data dimensions 
by a more advanced method and also achieving an accurate prediction of knowledge inherent in data. In the proposed approach, 
reducing dimensions of data by random projection method after preprocessing is applied on the data. Then finding the threshold 
will be investigated and after finding the threshold, the classification operations is done on the original data and the data that 
have been reduced by the above method. At the end, results are compared and evaluated with each other.
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for the feature that have continuous values is the average 
values of  the feature. Innovation of  this study is the use 
of  random projection. In this way that before selection of  
features unlike similar approach, using a randomprojection 
and reducing dimensions of  data, minor features are 
deleted.This improvement of  the performance of  features 
selection and improve forecast accuracy causesto improve 
and provide a new approach in feature selection to predict 
the popularity of  online news. Figure 1 shows the research 
process.

Determine the Location of Threshold
To determine the number of  thresholds and specify a 
numeric value of  thresholds, the histogram related to 
thecolumn of  the number of  shares is used. The local 
maximum points of  this chart will be used to divide the 
range of  values of  this index in different categories. So 
our question becomes a problem of  classification and 
can be used the algorithms of  this field.4 Figure 2 shows 
a histogram related to the number of  article sharing. It is 
observed that there is only a clear maximum in data and 
in other cases, the frequency for the number with shares 
not has a significant difference compared to the points of  
neighbor. Figure 2 shows frequency of  sharing articles on 
the neighboring of  maximum number 1000.

According to the results in Figure  2, we consider the 
number of  share 1000 as a threshold. So articles that the 
number of  their share is less than 1,000 are initialized in 
the category of  “low” share and articles with more shares 
than 1,000 in the category of  “high” share are initialized.

Table 1: Statistics of the dataset used Mashable1

Average per day
MaximumMinimumStandard 

deviation
AverageNumber 

of days
Articles 
number

1051222.6555.0070939.797

Figure 1: Flowchart of research

Figure 2: Histogram of number of sharing articles

Figure 4: Comparison of the accuracy obtained value for 
different values s of K

Figure 3: Comparison of the prediction obtained value for 
different values s of K
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Applying classification methods and Comparison based on 
different values of  the number of  features.

In order to use different methods to classify and take 
advantage of  each one, several ways to classify the data of  
pre-processing and feature selection were performed. It is 
observed that the criteria compared of  applied methods on 
the data are improved in the case that random projection 
feature selection method is used. Variable K is the number 

of  properties obtained after random projection. This chart 
shows improving accuracy in methods that have used 
feature selection. In this section, to evaluate the proposed 
method, different values obtained from number of  features 
are considered and the results are compared together.5-18

As seen in the Figures, the highest accuracy is obtained with 
the amount of  %89.01 and calling amount with amount 
%89.29 percent by SVM classifier. Also as shown in Figure, 
the best prediction accuracy rate was obtained % 87.78 with 
CRT classifier. All the percentages mentioned are obtained 
if  the dimensions of  features decreased to 20 features. 
However, in AUC value obtained, the best value for SVM 
classifier was with value %77.9% while the value was 
obtained that after feature selection with method provided, 
the AUC decreased. In another sense, the proposed 
method in improving standard AUC in all classifiers has 
not performed well. The next thing is the runtime. The 
considered point is high time of  implementation of  SVM 
classifier with high levels of  precision and recall than other 
classifiers. The best run time is related to C5.0 classifier that 
the runtime takes only 10 seconds (Figures 3-7).

CONCLUSION

In this study, random projection feature selection method 
was used to select the appropriate features and dimension 
reduction of  data. In the database used with 60 features, by 
reducingthedimensions of  data and reaching the number of  
features between the ranges of  20 to 40, it has investigated 
obtained results. Then it was investigated to apply various 
algorithms to classify. Techniques such as support vector 
machines, decision tree, etc. were applied to the data. In the 
end, by doing the operations of  feature selection after data 
dimension reduction, it was referred to classification of  data 
compared to before and after data dimension reduction. In 
future research,one can change method of  feature selection 
to the ways such as INTERACT in which the relationship 
between features also is effective in the importance of  a 
feature and compare results obtained in these ways with 
each other. Also one can use other methods of  reducing 
dimensions of  data such as PCA and NMF to improve 
results in the classification and compared with RP.
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